
Vol.:(0123456789)1 3

Evolutionary Intelligence (2020) 13:83–91 
https://doi.org/10.1007/s12065-018-0167-z

SPECIAL ISSUE

Performance evaluation of support vector machine and convolutional 
neural network algorithms in real-time vehicle type and color 
classification

Ali Şentaş1 · İsabek Tashiev1 · Fatmanur Küçükayvaz1 · Seda Kul1  · Süleyman Eken1 · Ahmet Sayar1 · Yaşar Becerikli1

Received: 30 May 2018 / Revised: 12 August 2018 / Accepted: 16 August 2018 / Published online: 28 August 2018 
© Springer-Verlag GmbH Germany, part of Springer Nature 2018

Abstract
In order for traffic management and information systems to provide proper traffic flow, it is necessary to obtain information 
about traffic with the help of various sensors. In this context, in recent years the use of video cameras in traffic observation 
and control has become very widespread and actively used. Numerous studies such as license plate recognition, vehicle 
number finding, traffic intensity determination, vehicle speed calculation, band violation and vehicle classification can be 
done with the help of video processing based video monitoring systems. Traffic surveillance videos are very actively used 
for this purpose. In this paper, we have developed a system that classifies vehicles according to their type. Firstly we create a 
vehicle dataset from an uncalibrated camera. Then, we test Tiny-YOLO real-time object detection and classification system 
and support vector machine (SVM) classifier model on our dataset and well-known public BIT-Vehicle dataset in terms of 
recall, precision, and intersection over union performance metrics. Experimental results show that two methods can be used 
to classify real-time streaming traffic video data.

Keywords Vehicle detection and classification · Video processing · Tiny-YOLO · Intelligent traffic management systems

1 Introduction

Vehicle type recognition is an important research topic dur-
ing the last decades. It has a wide range of applications such 
as automatic vehicle identification [1], road capacity [2], 
traffic density measurement [3], speed detection [4–6], and 
traffic violation detection [7]. It is also important to identify 
vehicle categories for crime prevention and transportation 
investors [8].

Nowadays, information about vehicles is obtained from 
sensors and cameras that have been placed on the road. 
The advances in the technologies image processing and 
pattern recognition can be used to classify different vehi-
cle types. However, the main reason to be unable to put 
real-time image processing applications into practice is 
scalability and performance problems for the computer. 
Processing of videos from traffic surveillance cameras is 
an example of such applications, in which video is pro-
cessed for early warning or extracting information through 
some real-time analysis. Video data can get very large in 
size, thus, using traditional processing techniques to get 
the information in the right time (also can be real-tine) and 
correctly is not an easy task. It even gets worse in the case 
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of real-time scenarios. Moreover, in such systems, they 
need to be processed and analyzed in a reasonable time 
period. For the decision making, the right data need to be 
dispatched to the right places in the right time.

There are many vehicle classification methods, which 
can be divided into hardware based and software based in 
general. Vehicle-based classification methods are imple-
mented on different systems such as radar, infrared detec-
tors, microwave method. Radar technology is widely used 
in speed measurement and vehicle detection, but studies 
on vehicle classification in particular are too small to be 
analyzed correctly. However, Fang and his team achieved 
a 95% success rate in the system using continuous waves 
(CW) without modulation [9]. The disadvantages of hard-
ware-based systems are: the size of the detectors is large 
and difficult to manage, the installation is expensive and 
the damage to the installed path, the detectors are expen-
sive and the information obtained is limited. Software-
based recognition systems have many advantages over 
hardware-based systems, they can be installed easily and 
do not harm the environment while being monitored. The 
disadvantages of software tool classification methods are 
that they provide much better results than hardware-based 
systems, despite software problems such as slow process-
ing and low real-time processing capacities [10]. Many 
studies have been carried out on software-based vehicle 
detection and classification. In general, there are two steps 
that these studies follow, background subtraction and vehi-
cle segmentation from the background. General problems 
in vehicle classification and detection are addressed with 
the problems of how to extract the features that will rep-
resent the vehicle how to remove the foreground with 
dynamic background or how to deal with bad weather 
conditions. This paper focuses on solving such problems 
and how to perform vehicle detection in software-based 
systems.

Advancement in real-time image processing over the 
Internet and the technology of deep learning attract atten-
tion in many application areas such as intelligent traffic/
vehicle management systems, transferring traffic surveil-
lance video data. The work presented in this paper is sum-
marized as a real-time vehicle detection and classification 
over the video streams provided by traffic surveillance 
cameras. In our work, we used two different methods to 
classify vehicles. One of them is support vector machine 
(SVM) and the other is the You Only Look Once (YOLO). 
We apply the state-of-the-art, real-time object detection 
system Tiny-YOLO [8], which have proven a good compet-
itor to Fast R-CNN’s and SSDs both in terms of detections 
and speed. In this paper, we will apply the Tiny-YOLO 
and SVM classifier on own dataset (TPSdataset) and well-
known public dataset BIT-Vehicle. The contributions of 
this paper are as follows:

• Training and applying the state-of-the-art, real-time 
object detection system Tiny-YOLO for vehicle type 
detection and classification.

• Filtering real time streaming video data according to 
vehicle types

• End users (which are searching for a vehicle) have capa-
bility of searching for a vehicle defined in type property.

• Building TPSdataset
• Vehicle color recognition

The remainder of this article is organized as follows. Sec-
tion 2 presents the related work. The main architecture for 
vehicle detection, classification and color recognition are 
given in “Vehicle detection, classification and color recogni-
tion” section. The performance results and their analyses are 
given in “Experimental analysis” section. The last section 
concludes the article.

2  Related works

Object detection and classification the most well-known and 
most challenging problem in computer vision. It aims to 
divide one image into many different categories. Therefore, 
vehicle detection and classification is also a challenging 
problem [10], mostly because there are lots of different vehi-
cle types and dimensions. Also, the most common problems 
with object detection and classification based on image pro-
cessing are variable environments, uncontrollable weather 
conditions, and the possibility of damage to the camera and 
trying to solve these problems in real time makes it even 
more difficult.

There have been many different types of approaches for 
object detection and three commonly used methods have 
been focused on. Frame differencing, one of the most popu-
lar object detection methods, is based on the calculation of 
the difference between two consecutive images. The appli-
cation of the algorithm is simple and easy, and there is also 
a rapid adaptive structure to changing natural conditions. 
However, the working accuracy of the Frame differenc-
ing method depends on the frame rate and the speed of the 
object. In this the case, it is inevitable that the object to be 
detected cannot be found in the state of stopping or slowing 
down [11]. The second popular method, Optical flow method 
aims to calculate the optical flow distribution characteris-
tics of the image [12]. This method works better, however, 
requires a large quantity of calculation. Also due to its sen-
sitivity to noise, it is not ideal for real-time applications. 
The last popular method we mentioned about is background 
subtraction [13]. The background subtraction algorithm is 
based on the background modeling method. BGS tries to 
create an average model over the past frames and should be 
as sensitive as it can to detect moving objects. The created 
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model is called the reference frame. The difference between 
the reference frame and the current frame is the presence of 
moving objects. The BGS algorithm is basically divided into 
the recursive and non-recursive algorithm. The main dif-
ference between them is the buffer structure. The recursive 
BGS model does not contain buffers so that the reference 
frame is highly dependent on the background, and any error 
can remain in the reference frame for an extended period of 
time. In the non-recursive method, there is a buffer of size 
N, and the history of the reference model does not exceed 
N. Given the heavy traffic and slow traffic conditions, large 
buffer sizes will be better for the solution.

There are many different approaches to object classifica-
tion methods. Shape-based classification contains a descrip-
tion of the shape information of the motion regions such 
as point, box and blob representations for classification. In 
each frame, classification is done at each blob and the results 
are kept on the histogram [14]. Unlike many other features, 
color is relatively stable under viewing angle changes and 
is easy to achieve. Color feature is not always appropriate 
as a means of detecting and monitoring but lower costs of 
computational algorithms make the approach desirable. 
Texture-based technique [15] estimates the occurrence of 
gradient orientations in localized portions of the image on a 
dense grid of equally spaced cells.

In the literature, the most commonly used object recog-
nition approaches are Haar-like cascade classifier and his-
togram of oriented gradients (HOG) attribute descriptors 
with support vector machine classifier. These two common 
approaches these two approaches provide good performance 
and real-time performance [16, 17].

The combination of HAAR and SVM algorithm was first 
shown by Viola et al. [18]. It was used for human face rec-
ognition. Thus, it was mainly used for face recognition sys-
tems, but there were also studies targeting different objects 
such as Han et al. [19]. Feature extraction from an object can 
also be done with the HOG algorithm by Dalal et al. [20], 
one of the algorithms used in this paper. Lowe introduced 
the scale invariant feature transform (SIFT) algorithm for 
classification and can be used for feature extraction but it’s 
unsuitable for real-time applications. To overcome the time 
problem in the SIFT algorithm, speeded up robust features 
(SURF) introduced by Bay et al. [21]. It gives similar results 
to the SIFT algorithm but it is a more successful algorithm 
in terms of time. Ojala et al. [22] introduced local binary 
patterns (LBP) approach. The most paper that uses LBP 
cascade classifiers for face recognition. LBP algorithm also 
used with HOG to increase detection performance by Wang 
[23]. Wang, extend his work to gender recognition. Principal 
component analysis (PCA) used for feature extraction [24] 
and the feature set classified with SVM [25] or AdaBoost 
[26]. The methods have been described are for general litera-
ture view for object detection and classification/recognition. 

In this paper, there are four main stages, detection, classi-
fication, tracking, and vehicle color classification. Vehicle 
detection methodologies, most of them [27, 28] assumes the 
camera, where the image is obtained, is static. Background 
extraction algorithm is a popular method for vehicle detec-
tion as well as object detection in general. Lu et al. [29] pro-
posed a system uses fuzzy background subtraction to detect 
vehicles. One of the main disadvantages of the background 
subtraction algorithm is that it’s not suitable for static envi-
ronments. In one of our previous work [30] shape-based 
binary features (the width of the rectangle surrounding the 
vehicle width, height, and minor /major axis length, and etc.) 
used for classification vehicles by their size. Three classifica-
tion algorithms (SVM, Adaboost, and ANN) were performed 
with 87.5, 81.6, and 85.4 achieved accuracies. Also another 
one of our previous work [31], Kul et al. introduced a mid-
dleware system based on pub/sub messaging system in real 
time. Vehicles were classified according to their dimensions, 
and the results were sent to users who subscribe to the corre-
sponding topic in each class. In this work, we did not choose 
the background subtraction algorithm mostly because it can-
not cope with dynamic environmental conditions.

Along with improvements in image processing and hard-
ware, it is not surprising that deep learning techniques have 
shown good results in object recognition and are much bet-
ter than other known methods. Deep learning algorithms 
are state of the art in object recognition so far. A vehicle 
type recognition system proposed by Dong et al. [32], a 
half-supervised convolutional neural network was used 
and trained with front view images of the vehicles. Dong 
et al. also created a dataset named BIT-Vehicle data set. 
It consists of 9850 high-resolution images with only the 
front views of the vehicles. They achieved 96.1% accuracy 
in daytime and 89.4% accuracy in the nighttime. There are 
also another works that used deep learning algorithm for 
vehicle detection system. Faster R-CNN proposed for vehi-
cle type classification by Wang et al. [33]. They classify 
car and truck, their system achieved 90% accuracy with the 
system NVIDIA Jetson TK1 board with 192 CUDA cores. 
It takes around 0.3 s to detect a vehicle, this also shows 
that this work suitable for real-time systems. The other deep 
learning method which is proposed by Gao et al. [34] is 
slightly different from others. It combines frame difference 
method with CNN. The results come from frame differenc-
ing are the binary images used to detect the cars. Gao et al. 
achieved 88% accuracy. Lee et al. [35] proposed K local 
expert networks for vehicle recognition. They used, ResNet, 
GoogLeNet, and AlexNet CNN, they choose The MIO-TCD 
dataset. The accuracy of their work achieved is 97.92%. Huo 
et al. [36] proposed model vehicle classification captured in 
the real-time surveillance system. Besides the works done 
by taking only the front view, they aimed to use all angles 
(front, side, and rear). Their work achieved 83% accuracy. 



86 Evolutionary Intelligence (2020) 13:83–91

1 3

Kim et al. [37] proposed a vehicle type classification system 
and their system achieved 97.84% accuracy. Zhou et al. [38] 
developed a vehicle detection and classification system using 
Deep Neural Networks (DNNs) approach. They have chosen 
to use the YOLO for vehicle detection. Their dataset consists 
of two classes, passenger and other. Passenger vehicle class 
includes sedans, SUV, and MPV, other vehicle class includes 
van, truck, and other types of vehicle. They have analyzed 
DNN approaches for detection and classification. The pre-
cision and recall values reached by their work are 93.3 and 
83.3% for vehicle detection.

Vehicle information is an important key to intelligent 
transportation systems. The main problem for vehicle color 
detection is to select the most suitable region of interest 
(ROI) for classification its color. Wang et al. [39] proposed 
the advantages of multiple support vector machines (SVM) 
for feature selection in the classification of object color. 
Zheng et al. [40] proposed a low-cost system based on SVM 
for classifying objects.

3  Vehicle detection, classification and color 
recognition

In this section, we first explained the vehicle detection sys-
tem and describe the detection algorithms that we used. 
Then, the vehicle classification method will be explained. 
Two different methods have been used for classification. 
In the following sections, the most appropriate method is 
determined by comparing the results of these two different 
methods.

3.1  Vehicle detection

Vehicle detection was performed before classifying the vehi-
cles and SVM classifier was used for this purpose. SVM 
consist of a set of learning methods used for classification 
and regression. Unlike many classifications, SVM aims to 
find the best separation line for distinguishing data belong-
ing to different classes. A feature identifier is an information 
that represents and simplifies the image by extracting useful 
information and discarding extraneous. There are several 
feature acquisition algorithms, in this paper features used in 
SVM classification were obtained by the Histogram of Ori-
ented Gradients algorithm. The main purpose of the HOG 
method is to define the image as a group of local histograms. 
These groups are the histograms in which the magnitudes 
of the gradients are collected in the orientations of the gra-
dients in a local region of imagen. HOG is a descriptor and 
uses a gradient vector orientation histogram and SVM is 
classier with good generalization uses the features extracted 
by the HOG algorithm. HOG feature descriptor is a repre-
sentation of an object that simplifies images by extracting 

useful information and throwing unnecessary information. 
The main aim of the HOG algorithm is trying to define the 
object in the image as a group of local histograms. The 
features of the vehicle in the images have been obtained 
with the HOG algorithm. The HOG property extraction is 
a rectangle. The frames divided into 8 × 8 cells and HOG 
detector uses a sliding window which is moved throughout 
the image. At each position of the detector window, a HOG 
descriptors compute with the image and try to find if there is 
an edge through that blob, and how visible is this edge. HOG 
descriptors are obtained from positive (vehicle) and negative 
(non-vehicle) images. After extracting HOG features, linear 
SVM is trained with those datasets. In the following section 
SVM is also used for vehicle type classification.

3.2  Vehicle classification

In this paper two different approaches used for vehicle type 
classification. HOG + SVM and YOLO. The second usage 
of SVM is to classifying vehicles. The steps taken during the 
detection process were also carried out here. For each class 
of vehicles, the HOG features have been removed and the 
SVM model has been trained. The second usage of SVM is 
to classifying vehicles. The steps taken during the detection 
process were also carried out here. For each class of vehi-
cles, the HOG features have been removed and the SVM 
model has been trained. The images in the data set we use 
for the HOG property extraction are square. The image is 
divided into 8 × 8 cells and The HOG detector uses a sliding 
detection window which is moved around the image.

Convolutional neural networks (CNN) are the key play-
ers of object classification and detection tasks in nowadays. 
However, one of the main reasons why convolutional neural 
networks were not commonly used in real-world applications 
was that they require powerful computational resources and 
with the significant improvements of GPU boosting tech-
nologies. In the last few years, there were developed a lot 
of variations of convolutional neural networks like R-CNN 
and its modifications Fast R-CNN and Faster R-CNN. Each 
of them improved the previous one on especially important 
criteria like speed and accuracy of the classification. One 
of the advantages of convolutional networks is that their 
can-do object classification and detection simultaneously. 
YOLO concurrently performs feature extraction, bounding 
box prediction, nonmaximal suppression, and contextual 
reasoning operations. Thanks to feature extraction step, one 
of the advantages of YOLO, there is no need to search to a 
different algorithm for feature extraction. YOLO can also 
be applied to the entire image. But in order to save time in 
our work, firstly the vehicle is detected and then the image 
of the car is classified by YOLO. The main criteria of object 
classification and detection are fast, accurate and able to 
recognize a variety of objects.
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CNN consists of these main layers like convolutional 
layer, pooling layer, and fully connected layer. Depends on 
architecture CNNs use these layers in different variations. 
In our experiments, we used Tiny-YOLO, a state-of-the-art 
and real-time object classification and detection architecture. 
It has a simpler model architecture and it needs small GPU 
resources appropriately. It uses a model which named Dark-
net-19 and consists 9 convolutional layers, 6 max-pooling 
layers, one average pooling layer and the last one is the soft-
max layer.

3.3  Vehicle color recognition

Vehicle color identification plays an important role in 
information retrieval. The challenge of this method is to 
find the most suitable region of interest (ROI) part. SVM 

algorithm was used for color determination. The front 
view of the vehicle selected for ROI. We collected colors 
in seven different files: white, black, blue, red, gray, yel-
low, green. First, the image is converted from BGR format 
to Lab format. Contrast limited adaptive histogram equal-
ization (CLAHE) filter is applied to improve the visual 
control over the image. After filtering, the image is con-
verted back to BGR format. Then, the image is converted 
to HSV format. The calculated 3D histogram is resized as 
a one-dimensional vector. The vector has zero mean and 
unit variance. A histogram is a graph showing the number 
of each color value in a numerical image. From this chart, 
you can have information about the state of the brightness 
or tones. After these steps, the SVM model was trained 
with the data we obtained. Figure 1, shown examples of 
vehicle color recognition also detailed information is given 
about the vehicles in the xml file shown in Fig. 2.

Fig. 1  Example from vehicle 
color

Fig. 2  An example from TPS-
dataset and its XML file
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4  Experimental analysis

4.1  Building TPSdataset

In addition to the publicly available dataset, we also cre-
ate our own dataset. TPSdataset consists three video files 
shot in Kocaeli, Turkey. 4944 frames obtained from videos. 
The task of labeling the dataset is an important process for 
this “LabelImg” graphical image annotation tool used [41]. 
Using this tool, the vehicles in the picture are enclosed in 
the rectangular area. Annotations are saved as XML files in 
PASCAL VOC format, the format used by ImageNet. The 
XML file contains the coordinates, width, height, and class 
label of the vehicles in that image (see Fig. 1 for one frame 
and its XML file).

There are five classes in our dataset: bus, minivan, mini-
bus, truck, auto. The auto class is a broad class containing 
sedans, SUVs and hatchback vehicles. The truck contains 
trucks, long vehicles and smaller trucks which are called 
minivans in the BIT-Vehicle dataset. Minibusses are like 
minivans but bigger and have more space between the roof 
and front window. Also in our dataset, all samples are taken 
with daylight. Table 1 shows the distribution of vehicle types 
in TPSdataset.

4.2  Experimental setup and performance metrics

In our experiments, we have used an Intel Core i5-4210U 
1.7 GHz processor and Arch Linux OS. We test the system 
both on TPSdataset and another data set named BIT-Vehicle. 
Classification result is evaluated using recall and precision 
parameters as the performance measures.

4.3  Tests on BIT‑Vehicle dataset

BIT-Vehicle dataset [42] is a well-known dataset created 
by Dong et al. It consists 9850 vehicle images, whose sizes 
are of 1600 × 1200 and 1920 × 1080 and captured from 
two cameras at the different time and places. There are six 
classes in this dataset: bus, microbus, minivan, SUV, sedan, 
truck. Table 2 shows that this dataset does not perform well 
with the HOG algorithm. The main reason for that because 
HOG requires samples to be aligned similarly, however 

cars alignment variation very differently from one sample 
to another. SVM used with a parameter of C set to 0.3 and 
the image size for HOG descriptor is 128 × 128 pixels, block 
size is 16 × 16, block stride is 8 × 8 and cell size is 8 × 8 
pixels. The dataset is divided into two, 75% for training and 
15% for testing. Table 2 shows the performance results of 
HOG + SVM classifier on BIT-Vehicle dataset. It’s notice-
able that precision and recall of minivan is lower than other 
classes. The reason for this irregularity is that our trained 
model confuses minivans with trucks. 22 out of all 118 mini-
van test sample are misclassified as trucks. When you see 
all the vehicles from the same square window minivan and 
trucks does look alike. Also, minivan samples are less than 
others in BIT-Vehicle dataset.

You Only Look Once (YOLO) used for classification 
and detection objects using bounding boxes. Intersection 
over Union (IOU) metric is an evaluation metric used to 
measure the accuracy of our model on the test dataset. In 
order to apply IOU for evaluation of our model we need: the 
ground-truth hand labeled bounding boxes which specify 
where in our object is and the predicted bounding boxes 
from our model. Table 3 shows the performance results of 
Tiny-YOLO performance on BIT-Vehicle dataset.

4.4  Tests on TPSdataset

We use the same parameters for training SVM classifier to 
get the best results. Table 4 shows the performance results 
of the SVM classifier on TPSdataset.

Table 1  Distribution of vehicle 
types

Type #

Auto 719
Bus 147
Minibus 72
Minivan 187
Truck 266

Table 2  HOG + SVM performance on BIT-Vehicle dataset

Vehicle class Sample count Precision Recall

Bus 555 (415/138) 98.5507 98.5507
Microbus 878 (659/219) 91.7431 91.3242
Minivan 474 (354/118) 87.7358 78.8136
SUV 1381 (1032/343) 89.7898 87.172
Sedan 5796 (4310/1436) 97.5762 98.1198
Truck 821 (615/205) 90 96.5854
Average 9905 (7385/2459) 92.5659 91.7609

Table 3  Tiny-YOLO performance on BIT-Vehicle dataset

Vehicle class Sample count Precision Recall IOU

Bus 558 (446/112) 100 100 90.03
Microbus 883 (706/177) 96.67 98.31 86.42
Minivan 476 (381/95) 98.95 98.95 85.51
SUV 1392 (1114/278) 97.19 99.64 89.59
Sedan 5921 (4737/1184) 97.20 99.75 90.13
Truck 823i (658/165) 87.41 100 100
Average 10,053 (8042/2011) 97.90 99.60 89.29



89Evolutionary Intelligence (2020) 13:83–91 

1 3

4 out of all 46 test samples for minivan are misclassified, 
3 classified as auto and 1 as truck hence precision is low for 
the minivan but this problem would be fixed by expanding 
the dataset which we aim to do so in the future. We test 
model with our test videos and it performed better at detect-
ing and classifying cars than the model trained with BIT-
Vehicle dataset. It’s small compared to BIT-Vehicle but it’s 
more suited to HOG approach because vehicles are aligned 
to each other properly and we aim to expand it and add night 
images.

As the results shown in Table 5, Tiny-YOLO demon-
strates poor performance on TPSdataset compared to the 
model which was trained on BIT-Vehicle Dataset. The result 
of this behavior is the lack of data.

Another accuracy metric for evaluating models is the 
precision–recall curve (PR Curve). To find out the trade-
off between precision and recall we calculate precision and 
recall values for threshold from 0.0 to 1.0 with step 0.1 and 
find the suitable threshold.

4.5  Tests on vehicle color recognition

The dataset published by Chen et al. [43] was used for the 
color classification of vehicles. They collected their data sets 
on urban roads, it contains 15,601 frames with the frontal 
view of vehicles and with the resolution of 1920 × 1080. 
Due to the noise caused by haze, illumination variation and 
overexposure the data set is challenging. Table 6 shows the 
performance results of the SVM classifier on TPSdataset.

Due to the illumination variation black, green and gray 
do not perform well. In the future, we will try to overcome 
this issue by expanding the dataset.

5  Conclusion

Image processing and deep learning based video surveil-
lance system in traffic management systems enable many 
studies such as license plate recognition, finding the number 
of vehicles, traffic density detection, vehicle speed calcula-
tion, detection of lane violations and vehicle classification. 
In this study, we firstly create own video surveillance data-
set. Then, SVM classifier and Tiny-YOLO are tested on TPS-
dataset and well-known public dataset BIT-Vehicle in terms 
of recall and precision metrics. Also, we give IOU metric 
for Tiny-YOLO. Experimental results show that Tiny-YOLO 
outperforms SVM on BIT-Vehicle dataset. But, SVM is well 
than Tiny-YOLO on TPSdataset, because the acquired data-
set is unbalanced. This generally causes overfitting, which 
may affect the final results.

In the future, instead of classical approaches of central-
ized computation, a distributed scalable network of col-
laborating computation nodes is going to be developed to 
process streaming real-time video data coming from traffic 
surveillance cameras. In this way, hierarchical topic-based 
publish-subscribe messaging middleware is going to be real-
ized. Also, real-time stream processing infrastructures such 
as Apache Kafka, Flink, and Storm will be considered.
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